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We consider the continuous trajectories of the vector field induced by the primal affine scaling algorithm 
as applied to linear programming problems in standard form. By characterizing these trajectories as 
solutions of certain parametrized logarithmic barrier families of problems, we show that these trajectories 
tend to an optimal solution which in general depends on the starting point. By considering the trajectories 
that arise from the Lagrangian multipliers of the above mentioned logarithmic barrier families of problems, 
we show that the trajectories of the dual estimates associated with the affine scaling trajectories converge 
to the so called "centered' optimal solution of the dual problem. We also present results related to 
asymptotic direction of the affine scaling trajectories. We briefly discuss how to apply our results to 
linear programs formulated in formats different from the standard form. Finally, we extend the results 
to the primal-dual aMne scaling algorithm. 
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1. Introduction 

The p r ima l  affine scal ing (PAS)  a lgor i thm for solving l inear  p r o g r a m m i n g  p rob lems  

was first p r e sen ted  by  Dik in  [4] and  la ter  was ( i ndependen t ly )  r e i n t roduced  by  

Barnes [2] and  Vanderbe i ,  M e k e t o n  and  F r e e d m a n  [ 13] as a var ian t  o f  the  pro jec t ive  

in te r io r  p o i n t  a lgor i thm for  l inear  p r o g r a m m i n g  that  was p resen ted  in the  semina l  

work  o f  K a r m a r k a r  [6]. The  PAS a lgor i thm is des igned  for  l inear  p r o g r a m m i n g  

p r o b l e m s  in s t a n d a r d  form. A s imi lar  a lgor i thm,  the  so-ca l led  dua l  affine scal ing 

( D A S )  a lgo r i thm des igned  for  p r o b l e m s  in inequa l i ty  form was i m p l e m e n t e d  by  

Adler ,  K a r m a r k a r ,  Resende  and  Veiga [1]. Both var iants  are cur ren t ly  the mos t  

e x p e r i m e n t e d  in te r ior  p o i n t  a lgor i thms  for  l inear  p r o g r a m m i n g  and  exhib i t  p romis-  

ing resul ts  (see [1], [2] and  M o n m a  and  M o r t o n  [10]). 

A th i rd  var iant ,  a p r i m a l - d u a l  affine scal ing (PDAS)  a lgor i thm was p re sen ted  

and  ana lyzed  by  Mon te i ro ,  A d l e r  and  Resende  [11]. Our  ma in  interes t  in this p a p e r  

is to ana lyze  the l imi t ing  b e h a v i o r  o f  the  con t inuous  t ra jec tor ies  o f  the  three  m a j o r  

var ian ts  o f  the  affine scal ing a lgor i thms.  K a r m a r k a r  [7] and  Bayer  and  Lagar ias  [3] 
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discuss some properties of the continuous PAS trajectories. Megiddo and Shub [9] 
analyzed the limiting behavior of these trajectories near the optimal vertex under 
the assumption of primal and dual non-degeneracy. Megiddo [8] presented and 
proved some limiting behavior of the trajectories associated with the PDAS 
algorithm. By presenting a weighted primal affine scaling algorithm and characteriz- 
ing its infinitesimal trajectories as solutions of certain parametrized logarithmic 
barrier families of problems, we extend the above results and present some new 
results related to all three affine scaling variants with no non-degeneracy assumptions. 
The logarithmic barrier function method is formally studied in Fiacco and 
McCormick [5] in the context of nonlinear optimization. 

The paper is organized as follows. In Section 2, we define a weighted PAS 
algorithm and present a characterization of its infinitesimal trajectories as solutions 
of certain parametrized logarithmic barrier families of problems. By considering the 
optimality conditions associated with these families of problems, we automatically 
obtain dual trajectories associated with the weighted PAS trajectories. We also 
discuss the effects of the initial conditions on the derived trajectories. In Section 3, 
we present the limiting behavior of the weighted PAS trajectories and its associated 
dual trajectories. We show in particular that, while the (weighted) PAS trajectories 
tend to an optimal solution of the linear program which depends on the starting 
point, the dual trajectories tend to the so-called (weighted)  'center' of  the optimal 
face of the dual problem. In Section 4, we apply the results in Section 3 to show 
that the (weighted) dual estimates also tend to the (weighted) 'center' of  the optimal 
face of the dual problem as x traverses a (weighted) PAS trajectory converging to 
an optimal solution of the linear program. In Section 5, we present some results 

related to the asymptotic direction of the primal and dual trajectories. In Sections 
6 and 7, we briefly discuss how to apply the results of the preceding sections (2-5) 
to the dual affine scaling (DAS) and the primal-dual affine scaling (PDAS) trajec- 
tories, respectively. We conclude by offering some remarks in Section 8. 

2. Characterization of the weighted PAS trajectories 

In this section, we introduce our terminology and refresh few notions that are 
probably familiar to the reader. We define a family of weighted affine scaling vector 
fields which will be the object of our study and then characterize their trajectories 
as solutions of certain parametrized logarithmic barrier families of problems. This 
characterization will allow us to draw conclusions about the limiting behavior of 
these trajectories as will be described in the next section. 

We start by briefly reviewing the notion of a vector field. Let E c N~ be a finite 
dimensional affine space. Let T ( E )  denote the subspace determined by translating 
the affine space E to the origin of Nn, that is, T ( E )  is the set of vectors tangent to 
the affine space E. A vector field in an open subset O of E is a mapping 4) : O ~ T ( E ) .  

The trajectory of the vector field • passing through the point x ° c O at time t o ~ 
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is determined by the solution curve of the following differential equation: 

~ ( t )  = qJ (x ( t ) ) ,  x ( t  °) = x °. 

In the following, we will be interested in a specific family of vector fields, namely, 

the weighted primal affine scaling vector fields. Before describing this family of 

vector fields, we need to introduce our terminology. Consider the linear programming 

problem in standard form 

(P) min c-rx 

s.t. A x  = b, 

X~>0, 

and its dual problem 

(D) max bTy 

s.t. A Vy + Z -= e, 

z~>0, 

where A is an m × n matrix and b, e are vectors of length m and n respectively. 

The following notation will be used throughout this paper. Let 

SA={X~R";  A x =  b}, 

SF={x;  xcSA,x~>0},  

S l = { x ; x ~  SA,X>0},  

TA = {(y, Z) 6N m ×N"; A T y + z  = C}, 

T ~ :  {(y, z); (y, z) e r A ,  z I> 0}, 

r i = { ( y , z ) ;  ( y , z )  6 TA, z >  0}. 

The sets SF and TF are the feasible sets of problems (P) and (D) respectively, SA 

and TA are the affine hulls of Sv and TF respectively, and S~ and T~ (if nonempty) 

are the relative interiors of SF and TF respectively. The lower case letter e will 

denote the vector of all ones whose dimension is dictated by the appropriate context. 

If  x is a lower case letter that denotes a vector x = (x~ , . . . ,  xn) T, then a capital letter 

will denote the diagonal matrix with the components of the vector on the diagonal, 

i.e., X = d i a g ( x l , . . . ,  xn). Also R+ will denote the set of n-vectors with all com- 
ponents strictly positive. If  x and z are two n-vectors, we define their product xz  

to be the vector X Z e  = ( x l z l ,  . . . ,  XnZn) T. The inverse of x under this operation is 

denoted by x -~ and is given by x -1-= X le. In this way, expressions like x -~ and 

x - 2 z  are defined if all the components of x are non-zero. No confusion should arise 

between the expressions xz  and xTz  where the latter just denotes the inner product 

of  x and z. Given an m x n matrix A and a subset B of the index set {1, . . . ,  n}, we 
denote by AB the submatrix of A associated with the index set B. 
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We impose the following assumptions on problem (P): 

Assumption 2.1. (a) The set SI is non-empty. 
(b) The set of optimal solutions of problem (P) is non-empty and bounded. 
(c) rank(A) = m. 

We should point out that assumption (c) can be discarded in our development. 
However, we keep it since it will simplify the arguments considerably. Assumption 
(b) can be verified in several alternative ways as the following proposition shows. 

Proposition 2.1. Assume  that the set S~ is non-empty. Then the following conditions 

are equivalent: 

(a) For all (or some)  w = ( w l , . . . ,  w n ) c E ~  a n d / x > 0 ,  the problem min{cXx-  
/x ~j%1 wj in xj; x ¢ S~} has a (unique) global solution. 

(b) The set T~ is non-empty. 

(c) The set o f  optimal solutions o f  problem (P) is non-empty and bounded. 

(d) For all (or some) ~ ¢  SF, the set { x c  SF; cTx<~ cVff} is bounded. 

We refer the reader to [5] and [8] for arguments that lead to the proof of 
Proposition 2.1. 

Next, we introduce and motivate briefly the weighted PAS algorithms. Assume 
that a vector w c R+ is given. Given an interior point ff for problem (P), that is, 

e S~, the algorithm computes a search direction ax-~ Ax(~)  as follows. Consider 
the linear scaling transformation ~w : A n ~ A n defined as qtw(X) = D Ix, x e A n, where 

D = - W - I / 2 X .  Observe that qtw(ff)= w ~/2. In the transformed space problem (P) 

becomes 

min 

s.t. 

(Dc)Tv 

A D v  = b, 

v>~O. 

The search direction d~ in the transformed space is obtained by projecting the 
gradient vector De orthogonally onto the linear subspace {v; A D v  = 0}. Specifically, 
do is the solution of the following problem: 

min ½llDc- vii 2 
(2.1) 

s.t. A D v  = O, 

which yields the following explicit solution: 

d~ = [ I  - D A T ( A D 2 A T ) - I A D ] D c ,  

together with the quantities 

yZ( ~ ) = ( AD2  A T)- , AD2  c, (2.2a) 

zZ(~) = c - A T ( A D 2 A T ) - I A D 2  c, (2.2b) 
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where yE(ff) is the Lagrangian multiplier associated with the constraint of  (2.1) and 
ZE(~) = C -  AVyE(ff). We shall call yE(~) and zE(ff) the 'dual estimates'  at the point 

for reasons that will become apparent  in Section 5. Finally, the search direction 

Ax  in the original space is given as: 

Ax  = Dd,, = D [ I  - D A T ( A D 2 A T ) - I A D ] D c .  (2.3) 

The next iterate )~ is then computed as ~ = X - o ~ A x  where a = a ( ~ ) > 0  is an 

appropriate  step size which guarantees that )~ > 0. We refer to the algorithm outlined 

above as the w-PAS algorithm. 

Note that the w-PAS algorithm as introduced in [4], [2] and [13] uses w-= e (that 
is, D = X) .  We refer to this algorithm as the PAS algorithm. Our generalization will 

be useful in extending the results to the pr imal-dual  affine scaling method as will 

be discussed in Section 7. 
We next describe a family of  affine scaling vector fields which are induced by the 

algorithm described above. Let E = {x; A x  = b} and O ~ S~ c E. Observe that T ( E )  = 

{x; A x  = 0}. The weighted primal affine scaling vector field with weight w c E+, or 

for brevity, w-PAS vector field, is the vector field qsw : O ~ T ( E )  defined as follows: 

q)w(x) =- D [ I -  D A T ( A D 2 A T ) - a A D ] D c ,  x ~ 0 =-- SI, 

where D = W I/ZX. We are interested in studying the behavior of  the trajectories 

of  qG, that is, the solution curves of the differential equation 

(t( t) = qgw( q( t) ). (2.4) 

In particular, since problem (P) is in minimization form, we will be interested in 
the behavior  of  q(t )  as t decreases, that is, as cTq(t)  monotonically decreases. With 

this aim, we consider solution curves of  the following reparametrized differential 

equation: 

2(/x) = 1-- 5 q~w(x(/x)). (2.5) 
/x 

It turns out that by studying the behavior of  the trajectories of (2.5), we obtain 

information about the trajectories of  (2.4) as the following result shows. 

Proposition 2.2. Let  x °~S~  and t °>O be given. Then q( t )  is a solution o f  (2.4) 
satisfying q( t  °) = x ° i f  and only i f  X(l~ ) =-q( t°+ (t °) 1--/.z--l) is a solution o f  (2.5) 
satisfying x (  t °) = x °. 

The proof  of  Proposition 2.2 is immediate. Note that the behavior, as t approaches 

-o0, of  a solution curve of  (2.4) passing through x°~ SI is completely determined 

by the behavior  of  a solution curve of (2.5) as ~ approaches 0. 
We now turn our efforts towards characterizing the solution curves of  (2.5) as 

path of  solutions of  a logarithmic bacrier family of  problems. Consider the following 
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family of problems parametrized by the penalty parameter /x  > 0: 

(P . )  min crx  - IX wj In xj  
1 

s.t. A x  = b, (2.6) 

x > 0 ,  

where p ~ N ~ is an arbitrary given vector. Since the objective function of problem 

(P . )  is a strictly convex function, it follows that the global solution of (P . ) ,  if it 

exists, is completely characterized by the following Karush -Kuhn-Tucker  stationary 

condition: 

c - AVy - tzwx 1 = Ixp, (2.7a) 

A x = b ,  x > 0 ,  (2.7b) 

where y c R"  is the Lagrangian multiplier associated with the equality constraint 

of problem (P~). Let I ( p )  denote the set of  parameters /x > 0 such that problem 

(P~+) (and hence system (2.7)) has a solution. Note that by Proposition 2.1, problem 

(P~,) has a global solution if and only if the set Y ( p ,  lx)=-{y; A X y < c - - l x p } ~ O .  

Hence, I ( p ) = { / x  > 0; Y ( p ,  IX)~ 0}. The next result gives the form of the set I ( p ) .  

Proposition 2.3. The set I ( p )  = (0, dp ) fo r some  d e > O. Moreover, I(0)  = (0, oo). Also, 
i f  the set Sv is bounded then dp = ~ for  all p c En. 

Proof. It is straightforward to see that the set L(p)-={/x; Y ( p ,  IX )¢0}  is convex 

and open. By condition (b) of Assumption 2.1 and Proposition 2.1, we have that 
Y ( p ,  O)~ O. These two observations show that L ( p )  is an open interval such that 

O c L (p ) .  Since I ( p ) =  L ( p ) c ~ E + ,  the first statement follows. Obviously, if p = 0 
then dp = oo. 

When the set SF is bounded,  it follows that the set of  optimal solutions is non-empty 

and bounded for any objective function, and hence by Proposition 2.1, Y ( p ,  ix) # O, 

for al l /x ~ R. Thus, in this case I ( p )  = (0, oo), for all p c R". [] 

In order to simplify the notation in what follows, let z = e - ATy, for y c R m. Then 

system (2.7) can be rewritten in an equivalent way as 

z - i x x - l w  - / x p  = 0, (2.8a) 

A x - b = O ,  x > 0 ,  (2.8b) 

A r y  + z - e = 0. (2.8c) 

Let (xp(/x), yp(t.I,), 2p(~)) denote the solution of system (2.8). It can be easily verified 
that the pa th /x  c I ( p ) ~  (xp(Ix), yp(tx), zp(tx)) has derivatives of  all order. We next 
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show that xp(Ix), tx • I ( p ) ,  is a solution of the differential equation (2.5), for all 
P • Rn. Differentiating system (2.8), we obtain 

# (/,Z) -t- ~Xp2(]Z ))~p (/.Z) W -- Xpl (~Z) W --p : 0, 

A~p ( /x )=0 ,  

AT;gp ( /x)+ ~p(/X)=0. 

(2.9) 

(2.10) 

(2.11) 

Equations (2.8a) and (2.9) then imply that 

~p(tx ) + tXXp2(tx )2p(tx )w = ZP(IX ) (2.12) 
IX 

In order to simplify the formulas below, we drop the subscript p and the indication 
of variable /x. Solving for 2, 3) and ~ using relations (2.10), (2.11) and (2.12) and 
letting D = W ~/2X, we obtain 

1 
= ~ D [ I  - D A T ( A D 2 A T ) - ~ A D ] D z  

ix 

1 
- 2 D [ I - D A T ( A D 2 A T ) - ' A D ]  Dc 

1 
- 2 @ w ( X ) ,  (2.13) 

/x 

¢ = - - 1  (AD2AT)  lAD2 z 
I x 

1 
- [y - (AD2AT) -~ADZe] ,  (2.14) 

/x 

~= 1 A T ( A D 2 A T ) _ I A D 2  z 

= 1 [ A T ( A D Z A T ) _ I A D 2  c _ ATy  ] 
t x 

1 
- -  [ z + A T( A D 2 A  T)-a A D z  c -  c], (2.15) 
/x 

where the alternative formulas above were obtained by using relation (2.8c). 
Expression (2.13) says that Xp(tX) is a solution of the differential equation (2.5). We 
summarize the above discussion in the following result. 

Theorem 2.1. Let  (Xp(l~),yp(l~),  Zp(tX)) denote the path o f  solutions for  the para- 

metrized system o f  equations (2.8). Then xp (i ~ ) is a solution o f  the differential equation 

(2.5). 
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Recall that our primary interest is to study the behavior of xp(Ix) passing through 
some given x ° e  &. However, system (2.8) as developed by considering the optimal 
solutions xp(/z) for the family of logarithmic barrier problems (P~) involves the 
Lagrangian multiplier Yp(IX) and its slack z;(tx). Thus, we should also study the 
effect of the initialization on these trajectories. Observe that for every given tZo > 0 
and (yO, z o) ~ TA, if we set p = z°/IXo-W(X °) I then it follows that /Xo~ I ( p )  and 
(Xp(tZo) ' yp(/Zo) ' Zp([~o)) = (X o, yO, zo). By Theorem 2.1, it then follows that Xp(tX) is 
a solution of (2.5) satisfying xp(tXo) -= x °. In order to study the dependence on the 
initial conditions/Xo> 0, x ° ~ SI and (yO, z o) c TA, we denote the trajectories Xp(tX), 
yp(tx) and Zp(iX) with p = z°/tXo - w(x°) -1 by x(Ix;/Xo, x °, yO, zO), y(/x;/xo, x °, yO, z o) 
and z(/x;/Xo, x ° , y  °, z °) respectively. We refer to xv(.  ) as a 'weighted primal affine 
scaling' trajectory, or for brevity, w-PAS trajectory, and to  ( yp ( . ) ,  rap(. )) as its 
associated 'dual trajectory'. When w = e, we refer to xp(. ) as a PAS trajectory. As 
should be expected, the initial condition (yO, z o) c Ta does not affect the w-PAS 
trajectory x(/x;/Xo, x °, yO, zO). This fact is stated in the following result which also 
shows the behavior of the w-PAS trajectory on the initial condition/Xo> 0. 

Proposition 2.4. Given x ° c &,  (yO, zO), (y~, z ~) c TA and t*o, ~ > 0 then for all ~ such 

that 0</x  ~</x~, we have 

x(/x;/z~, x °, y~, z ~) = x(p(/z);/zo, x °, yO, z o) (2.16) 

where p(lx) =- (1//z + 1/~o - 1/tx~) -1. 

Proof. Let x(#)  and Y(t-~) denote the expression on the left and right side of equality 
(2.16). By the observation following Theorem 2.1, it follows that x(/~) is a solution 
of (2.5) satisfying x(txl)= x °. On the other hand, by differentiating Y(~), one can 
easily verify that )?(/x) is a solution of (2.5) satisfying Y(/zl)= x °. From the theory 
of differential equations, there exists a unique solution (2.5) with initial condition 
( x0, ]'£1)" Hence, x(/x) = Y(/x) for all /x e (0,/.~1]. This completes the proof of the 
proposition. [] 

We next show how the initial conditions/xo > 0 and (yO, z o) ~ TA affect the dual 
trajectories. 

Proposition 2.5. Given x ° ~ SI, (yO, zO), (y~, z l) c TA and/*o,/-tl > 0 then for all I~ such 
that 0 < tz <~ txl , we have 

(l o) 
y ( i x ; ~ , x ° , y l , z ~ ) =  f f - - -~y(p( ix); ixo,x° ,y° ,z°)+ Y - Y - -  ix, (2.17) 

pt/~] \/Jq /'£0/ 

z ( I z ; t z " x ° ' Y " Z ~ ) = P ~ # )  z ( p ( t z ) ; l ~ ° ' x ° ' y ° ' z ° ) +  --~oo tx' 

where pox)  =- (l / ix + 1//Xo- 1//Xl) -~. 

(2.18) 
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Proof. Let Y(/x), 37(/z) and ~(t z) denote the expressions in the right side of  relations 

(2.16), (2.17) and (2.18). It can be easily shown that (Y(/~), 37(/x), ~(~)) is a solution 

of system (2.8) with p = z l / l ~  - w ( x ° )  -~. Since such a solution is unique, the result 

follows. [] 

Finally, we would like to comment about some relationship between the trajec- 
tories defined in this section and those which are discussed in [3] and [8]. Let w c E+ 
be given. When p = 0, the path of solutions x0(Iz) of problem (P~) is precisely the 
'weighted logarithmic barrier path' with respect to w as described in [8]. Note that 
x°E $1 lies in the path Xo(p~) if and only if for some tZo > 0 and y °c  R m, we have 
(yO,/Xow(xO)-l) ~ TA. We shall refer to the path Xo(~) as the 'w-central path'. In 

particular, when w = e, this path is the 'affine central path' defined in [3]. We shall 
refer to the e-central path as the 'central path'. 

3. Limiting behavior of the w-PAS trajectories 

In this section, we examine the limiting behavior of the w-PAS trajectories based 
on the characterization of these trajectories presented in the previous section. Given 
a point x°~ S1, we show that the w-PAS trajectory through this point converges to 
an optimal solution of problem (P). Moreover, if the dimension of the optimal face 
of  problem (P) is greater than zero then the limiting point is an interior point of 
this face that depends on the point x °. We also show that the dual paths 
(yp(/z), Zp(l~)), described in the previous section, converge to a common point, 
namely, the w-center of the optimal face of the dual problem, for any p ~ En. 

We start this section by introducing the necessary terminology. Let r* denote the 
common optimal value of problems (P) and (D). The optimal face of (P) (resp. 
(D)) is the set of points So =- {x; x c SF, eXx = r*} (resp. To-= {(y, z); (y, z) ~ TF, 
bTy = r*}). The set So is a face of the polyhedron SF and therefore can be expressed 
as the set of points {x~ Sv;  x j  =0,  j c N} for some index set N_c { 1 , . . . ,  n}. We 
may assume that N is the maximal set (with respect to inclusion) satisfying this 
property, that is, j c N if and only if x j  = 0 for every x c So. Let B denote the set 
of indices j c { 1 , . . . ,  n} such that j ~ N. It is well known that To is the face of the 
polyhedron TF given by {(y, z) ~ T F; zj = O, j c B}  and that B is the maximal set with 
this property (see for example Schrijver [12]). 

The next result shows that the w-PAS trajectories and its associated dual trajec- 
tories converge in objective value to the optimal value r*. 

Theorem 3.1. Le t  x ° ~ S~, (yO, z o) ~ TA and  I~o > 0 be given. Cons ider  the solution 

(X(l~ ), y ( t z  ), z ( t z  ) ) =- (Xp(l~ ), yp(/~), Zp(l~ ) ) o f  sy s t em (2.8) with p = z° /  tZo - w ( x ° )  -1 
a n d  I~ ~ I ( p ) .  Then lim~_~o cVx(/z) = l i m ~ o  b Ty( tz  ) = r*. 
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Proof. In view of Propositions 2.4 and 2.5, we may assume without loss of generality 
that z°>  0 and that ~Zo satisfies 

p = zO/go_ w(z o) 1 >10. 

Since x ( / ~ ) > 0  for all ~ ~ I ( p ) ,  it then follows from (2.8a) that z ( /~ )>0  for all 
tz ~ I ( p ) .  This implies that (x(/~), y(/.Q, z(/~)) c SI × TI for all ~ ~ I ( p )  and therefore, 
by the weak duality theorem of linear programming, we have that bTy(#)~< r * ~  < 
cTx(~) for all/~ ~ I ( p ) .  On the other hand, one can easily verify that if x c SA and 
(y, z) ~ TA then cTx-- bTy = xTz. Therefore, cTx(~)--  bTy(~) = X(/~)Tz(k~) for all 

c I ( p ) .  The theorem now follows if we show that X(~)Tz(/~) converges to 0 as/z 
tends to 0. Indeed, multiplying (2.8a) by x(/z) T, we obtain 

0 ~ X(]z)Tz(/Z) : ( 
j = l  

Wj)[.Z -~ ( Z~O-- W( xO)--I) Tx([.Z )I~ 

+ ~  (zO)Tx(~) 
wj i x tXo 

= (j-~l Wj)l~+~oo (cTx(tz)--bTyO)" 

Since from Proposition 2.1, eTx(I~) remains bounded as /~ approaches 0, the last 

expression implies that x(/~)Vz(/~) converges to 0 as ~ approaches 0. This completes 
the proof  of the theorem. [] 

We now turn our efforts towards examining the limiting behavior of the w-PAS 
trajectories and its associated dual trajectories. Let x ° ~ SI, (TO, z o) c TA and ~0 > 0 

be given. Set p = z°/Fzo - w (x °) 1. In Section 2, we have seen that the path of solutions 
x(l~) ==- xp(l~) of problem (Pc), for/~ ~ I ( p ) ,  is a w-PAS trajectory (Proposition 2.3 
and Theorem 2.1). We are now interested in the behavior of x(p~) as ~ approaches 
0. The next result shows that the subvector of x(/~) corresponding to the index set 
N, namely, the vector XN(I~), converges to 0 as Iz approaches 0. 

Lemma 3.1. (a) l im~OXN(tx)=O. 
(b) " T r*. hm.~o C aX,(I-Q = 

Proof. Note that by Assumption 2.1(b), Proposition 2.1 and the fact that cVx(/.Q 
is decreasing in /x it follows that x(/x) lies in a compact set for all /x sufficiently 
small. Let ~ be an accumulation point of x(/~) as /x approaches 0, that is, ~ = 
l i m k ~  x(lxk) ,  where (tx k) is a sequence of positive numbers converging to zero. By 
Theorem 3.1, it then follows that cTg = r*. Obviously :~ ~ SF. Hence, :~ lies in the 
optimal face of problem (P) and therefore XN =0. Since this holds for all the 
accumulation points of x(/~), (a) follows. The limit in (b) is a direct consequence 
of  (a) and Theorem 3.1. [] 
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We next analyze the limiting behavior of the subvector xB(/x) as /x approaches 
0. We first make some observations. Since x(tz) is a solution of problem (P~), one 
can easily verify that xB(/x) is an optimal solution of the problem stated as follows. 

T (Q,)  max p~xB+ ~ w j l n x j  
j~B  

s.t. ABxB = b - A N x u ( I X ) ,  (3.1) 

XB>O. 

As a consequence, for /x c I ( p ) ,  xu(tx) satisfies the following relations which are 
the optimality conditions for the unique optimal solution of problem (Q~): 

wuxu 1 + Pu c 1-1, (3.2a) 

ABxB = b - A N X N ( l z ) ,  xB>0,  (3.2b) 

where H is the subspace spanned by the rows of the matrix AB. 
In view of Lemma 3.1, we are led to consider the following problem which is in 

some sense the limit of problem (Q,)  as/z  approaches 0. Let 

T (Q) max pBXB+ Y. w j l n x j  
j oB  

s.t. A~xB =- b, (3.3) 

XB > O, 

and let x* be the unique optimal solution of problem (Q). Obviously, x*-= (x*, O) 
is an optimal solution for (P). The next result completes the determination of the 
limiting behavior of the w-PAS trajectory x(/x). 

Theorem 3.2. l im~0 xB(/x) = x*. 

Proof. Let 2 be an accumulation point of x(/x) as /x approaches 0. Hence, 
limk~0 x(/x k) = 2, for some sequence (/z k) of positive numbers converging to 0. Since 
for all k, xB(b~ k) satisfies system (3.2) with /x =/x k, it follows that 2B satisfies the 
conditions wB()~u) - l+pB c H and AB2B = b. It turns out that these conditions are 
exactly the optimality conditions for the unique optimal solution x*B of problem 
(Q). Hence, 2B = x* and the result follows. [] 

Note that the limit x* of the w-PAS trajectory, as /z tends to 0, depends on 
PB = z°/tXo - w~(x° )  -1 as can be observed by considering problem Q (of course, 
this dependence is realized only when the dimension of the optimal face of (P) is 
greater than 0). In view of Proposition 2.4, it seems that x* should depend only on 
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X °. Indeed, this is the case since substituting for p~ in the objective function of 
problem (Q) leads to 

T = (zOi].~O_ WB(xO)-I)TxB pBXB 

1 
- (e~ - ( y ° ) T A B ) x  o -- (WB(XO)- I )Tx~  

~0 
r* - b Ty ° 

_ - -  ( W B ( X ° ) - ' ) T x ~  
IXo 

where the last equation follows from observing the constraint of (Q) and the fact 
that ABx~ = b implies that e~xB = r*. Since the first term in the expression for p ~ x ~  

is constant, it is clear that x* is the solution of problem (Q) with - w B ( x ° )  -~ replacing 
PB in the objective function. 

In particular, Theorem 3.2 shows that the w-central path (resp. central path) 
converges to the so-called 'w-center' (resp. 'center') of the optimal face of (P), that 
is, the optimal solution of problem (Q) with pB = 0. A similar result for this case 
was obtained in [8]. 

We now examine the limiting behavior of the dual trajectories associated with 

the w-PAS trajectories. Using Theorem 3.1 and arguments similar to the ones used 
in the proof  of Lemma 3.1, one can show the following result. 

Lemma 3.2. Le t  ( y ( t z ) ,  z ( t z ) ) = - ( y p ( / Z ) ,  Zp(~)) be the dual  trajectory associated  

with the w - P A S  trajectory x ( Ix  ) = Xp(tZ ). Then limr~ o zB(/z) = O. 

Consider the trajectory (y(/x), z(/x)) ~ ( yp ( l~ ) ,  Zp(iX)) associated with the w-PAS 
trajectory x(/x)=Xp(tZ). It follows from Section 2 that these trajectories satisfy 

x(/x) ~ SI, (y(/x), z(/x)) c TA and 

x ( ~ )  - ~ o  ( z ( ~ )  - ~ p ) - '  = 0. 

It can be verified that these conditions are the optimality conditions for the problem 
stated as follows: 

n 

(Dr)  max b T y + t x  Y~ w j l n ( z j - - l x p j )  
j = l  

s.t. A T y  + z = c, (3.4) 

Z >  lXp. 

The point (y(/x), z(/x)) is the unique optimal solution of problem (Dr)  while x(/x) 
is the Lagrangian multiplier associated with the equality constraint of (Dr).  One 
can easily verify that (y(/x),  zN (/z)) is also an optimal solution of the problem stated 
as follows: 

(Er)  max 

s.t. 

wj ln(zj - I, zp j )  
jEN 

A ~ y  + zN = CN, 

A ~ y  = ca - zB(Ix ), 

Z N > tZPN. 

(3 .5 )  
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Now consider the following problem which arises from problem (E~) as/z tends 
to 0: 

(E) max 

s.t. 

wj ln zj  
j ~ N  

A ~ y  + ZN = CN, 

AT y = CB, 
(3.6) 

ZN > O, 

and let y* and z* denote its unique optimal solution. Obviously, (y*, z*), where 
z* = (0, z*),  is an optimal solution of problem (D). Using arguments similar to the 
ones used in the proof of Theorem 3.2, one can show the following result. 

Theorem 3.3. Let ( y(Ix ), Z(l~ ) ) ~ ( yp(tZ ), Zp(IZ ) ) be the dual trajectory associated 
with the w-PAS  trajectory x(Iz ) = xp(tz ). Then: 

(a) lim~,~0 y(p~) = y*. 
(b) lim,~o zN(~) = z*.  

Although the limit of a w-PAS trajectory does depend on the initial condition, 
Theorem 3.3 shows that all dual trajectories converge to the w-center of the optimal 
face of the dual problem, that is, the solution of problem (E). 

4. Limiting behavior of  the dual estimates 

Let x k and (yZ(xk), zZ(xk)), k =  1, 2 , . . . ,  be the sequence of feasible solutions 
and its associated dual estimates generated by the PAS algorithm starting with x ° c S~ 
(see (2.2) and (2.3)). It was shown by [2], [4] and [13] that if the linear programming 
problem (P) satisfies Assumption 2.1 and is primal and dual nondegenerate then 
x k and ( y E ( x k ) ,  ZZ(Xk))  converge to the unique optimal solutions x* and (y*, z*) 
of the primal problem (P) and the dual problem (D) respectively. Actually, [4] 
assumes only primal non-degeneracy and shows that x k converges to an optimal 
solution x* of problem (P) satisfying x* > 0; however, it uses smaller steps than 
the discrete algorithm studied in [13]. 

Similar results (under the same assumptions) with respect to the continuous PAS 
trajectories were obtained in [9]. 

In the previous section, we showed that a w-PAS trajectory x(/x) passing through 
x ° ~ S~ tends to an optimal solution x* of (P) which may depend on x ° if problem 
(P) does not have a unique optimal solution. Let x(/z) denote an arbitrary w-PAS 
trajectory. In this section, we shall discuss the limiting behavior of the trajectory 
(yE(x( lx)) ,  zE(x(/z))) with no prior assumption of nondegeneracy. 
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Given x c St, recall that the dual estimate at x (see (2.2)) is given by 

yE(x) = (AD2A v) 1AD2c, (4.1a) 

zE(x) = c - A V( a D 2 a  v)-IaD2c,  (4.1b) 

where D = W-~/Zx.  It can be verified that (yE(x) ,  zE(x)) satisfy the optimality 
conditions of the following convex quadratic programming problem where the 
minimization is with respect to (r, s): 

min ½11Ds]l 2 
(4.2) 

s.t. A T r + s  = c. 

Given a w-PAS trajectory x(~) ,  let yE(Ix)~yE(X(tZ))  and zE(tz) -= zE(x(/z)) and 
refer to (yE(/z), zE(/x)) as the dual estimate trajectory associated with the w-PAS 
trajectory x(~).  In this section, our main purpose is to show that (yE(~), zZ(/z)) 
converges to the same limit as the dual trajectories associated with the w-PAS 
trajectories. Hence, as was shown in the previous section, they converge to the 
so-called w-center of the optimal face of problem (D). 

Before stating the main result of this section, we make some observations. Note 
that from (2.14), (2.15) and (4.1), it follows that 

yZ(~) = y(/z) -/x)~(/x), (4.3) 

zE(/z) = z(/x) -/z~(/z). (4.4) 

Note that the quantity in the right side of (4.3) (resp. (4.4)) can be viewed as the 
first order Taylor approximation of the point y ( 0 ) = - l i m ~ o y ( ~ )  (resp. z (0)~ 
lim,~o z(/x)) given that we are at the point y(/z) (resp. z(~)) of the dual trajectory 
y( .  ) (resp. z(- )). Expressions (4.3) and (4.4) show that, although there can be many 
dual trajectories (y(/~), z(/x)) (depending on the choice of the initial condition 
(yO, zO)) associated with a given w-PAS trajectory x(tx),  their first order Taylor 
approximation as described above are the same and is equal to the dual estimate 
trajectory (yZ( . ) ,  zZ(. )). 

One consequence of relations (4.3) and (4.4) is that one way to show that yE(/z) 
and y(/z) (resp. zZ(~) and z(/~)) have the same limit as/x approaches 0 is to prove 
that )~(/z) (resp. ~(Iz)) is bounded for all /z sufficiently small. However, we have 
not been able to show the latter result directly. Rather, we show directly in the next 
theorem that (yE(#), zZ(#))  have the same limit as (y(~) ,  z(/z)) when # approaches 
0. We will see in the next section that this result enables us to characterize the 
limiting behavior of the derivatives of the w-PAS trajectories and its associated dual 
trajectories. 

Theorem 4.1. Let (x*, y*, z*) = l im~o (x(/z), y(/~), z(/z)) where x(l~) is the w-PAS 
trajectory passing through some x° 6 SI and ( y ( ~  ), z(ix ) ) is its associated dual trajec- 
tory. Let (yZ(tz ), zZ(lx ) ) he the dual estimate trajectory associated with the w-PAS 
trajectory x(tx ). Then lim,~o (yE(/~), zZ(tz ) ) = ( y , ,  z*). 
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Proof. Let (B, N) be the partition of the index set {1 , . . . ,  n} such that x * >  0, 
x*  = 0, z* = 0 and z* > 0. From (2.8a) we have that 

Xu(tZ ) = ( zN(I.t ) -- tXPN ) - l  WNIZ. (4.5) 

Since (yE(x), ZE(X)) is the optimal solution of problem (4.2) and noting (4.5) it 
follows that (yE(/x), zE(/-t)) is the optimal solution of the following problem where 
the minimization is with respect to (r, s): 

(V~) min I [ [ ( W B )  1/2XB([.,I,)S B ]12-]-1[.£211(W N ) I / 2 ( Z N ( J L ~  ) - -  tZpN)--IsN II 2 

s.t. AVr + s = c. 

Consider now the problem 

(R~) min III(WN)I/2(ZN( ~)-~P~)-'sN II 2 

s.t. A ~ r  = cB, 

A T  r + Su = Cu, 

and let 0(/x) and ( r ( t z ) ,  sN( lx) )  denote the optimal value and optimal solution of 
(R~) respectively. One can easily verify that 0(/x) and (r(p0, sN(~)) converge to 
the optimal value and optimal solution respectively, of the following problem which 
arises from problem (R,)  as /x tends to 0: 

(R) min ½11(WN)'/2(Z%)-lSN II 2 

s.t. A Y  r = CB, 

A T  r + SN = CN. 

Let 0* denote the optimal value of (R). One can easily verify that (y*, z*) is the 
(unique) optimal solution of problem (R). Hence, 0"--½11(wN)1/2112. O n  the other 
hand, letting s(/~) = (0, S N ( ~ ) ) ,  it follows that (r(~),  s(/z)) is a feasible solution for 
problem (Vg). Hence, we have 

(4.6) 

This relation obviously implies that lim,_,0 (wB) 1/2xB(Ix)z~( tx )= 0 and since, by 
Theorem 3.2, lim,~o xs(/x) = x* > 0, we obtain lim,~o z~(#) = 0 = z*. Since, accord- 
ing to Theorem 3.3, l i m ~ o  (zN(/x)-  tZps)  1 = (Z, ) - I  > 0, relation (4.6) also implies 
that z%(/x) is bounded for all/x sufficiently small. Since A has full row rank, it also 
follows that yE(/x) is bounded for all/z sufficiently small. Let (17, ~) be an accumula- 
tion point of (yE(/x), zE(/.t)) as/x tends to 0. Obviously, zB = 0. It then follows from 

1 1/2  ~ - 1  - relation (4.6) that 0 ~>5[[(wN) (zN) Zu 1[2. But since 0 7, ~N) is feasible to (R), it 
follows that (37, ~N ) is an optimal solution for (R). Hence 37 =y*  and ~N = Z*. Since 
this holds for any accumulation point of (yE(/x), Z~(/X)), the result follows. [] 

The following corollary is a consequence of the proof of Theorem 4.1 and shows 
that z~(/z) =o(/z),  as /z tends to 0. 
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Corollary 4.1. 

Proof. 
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lim~_,o z§(tz ) /  lz = O. 

Dividing expression (4.6) by 1/z2 and taking the limit, we obtain 

0*/>1 lim sup ~12 I](WB)-I/2xB(IZ)Z~(tX)II2+½I[(WN)~/2[[ 2 

1 1 
= ~ lim sup ~ ]](WB)-a/2XB(tZ)Zg(/Z)I]2+ O* 

/x--> 0 

which implies that 

1 
" "  " " " ~ "  " " I I ( w B ) - 1 / 2 X B t I Z ) Z T ~ t I Z ) I I  2= lim 0. 

Since wB > 0 and l i m ~ o  xB(/z) > 0, the result follows. [] 

5. Limiting behavior of the derivatives of the w-PAS trajectories 

In this section, we analyze the limiting behavior of the derivatives of the w-PAS 
trajectories and their associated dual trajectories. 

In order to simplify the development and the statements of the results of this 
section, we start by recalling the notation to be used throughout this section. Let 
x°c  S~, (yO, z o) c TA and /z0>  0 be given. Let p = z°/iZo T M  w(x°) -1. Let (x(tz), y(/z), 
z(tz)) denote the path of solutions (xp(~), yp(/z), Zp(tZ)), I~ c l ( p ) ,  of system (2.8). 
Let x* and (y*, z*) denote the limits of the paths x(/x) and (y(/x), z(/z)) as /x 
approaches 0, respectively. Recall from Section 3 that x*  = 0, z* = 0 and that x* 
and (y*, z*) are the (unique) optimal solutions of problems (Q) and (E) (see (3.3) 
and (3.6)) respectively. Also let (yZ(/Z), zE(/z)) denote the dual estimate associated 
with x(/z), for/z c I ( p ) .  We proved in Section 4 that the limit of (yE(/Z), zE(tz)) as 
/x approaches 0, is equal to (y*, z*). As an immediate consequence of this fact, we 
have the following result. 

Theorem 5.1, l i m ~ o  XN(/./,) : WN(Z~N) -1. 

Proof. From (2.15) and (4.1), it follows that ZE(/~)=Z(/X)--/Z~(/Z). Using this 
relation, relations (2.12) and (2.8a), we obtain 

~ ( ~ )  = w ( z ( ~ )  - ~ ( ~ ) ) ( z ( ~ )  _ p ~ ) - 2  

= w z E ( ~ ) ( z ( ~ )  - - p ~ ) - 2 ,  

from which the result easily follows. [] 

Theorem 5.1 was essentially first proved in [9] under non-degeneracy assumptions. 
Some observations are in order at this point. When the dimension of the optimal 

face of problem (P) is 0, that is, when problem (P) has a unique optimal solution 
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which is a vertex of SF, the limiting behavior of xB(ix) is easily determined as 
follows. In this case, all the columns of the matrix AB are linearly independent and 
we have 

AB:IB(IX )-'I- A N 2 N ( I X  ) = 0  

which implies that 

:iB (IX) = -- (A T AB) - IA  T AN:IN (IX ). 

Taking the limit in the expression above, we obtain 

T - 1  T N 1 lira 2B(IX) = - (A~AB)  ABANWN(ZN) • 
tx -~ O 

Note that in this case the limit of :i(ix) as IX tends to 0 does not depend on the 
initial point x°~ S~. However, this is not necessarily the case when the dimension 
of the optimal face is greater than 0 as we now show. 

Theorem 5.2. The limit of  :iB(ix) as IX tends to 0 exists and is equal to the (unique) 
optimal solution v*~ of  the following problem where the minimization is with respect to 

D B : 

min ½11(wBy/2(x* )-'v ll 2 
(s.1) 

s.t. ABV~=--ANWN(Z*)  1. 

Proof. We first show that :IB(IX) is the (unique) optimal solution of the problem 

min ½ll(wBy/2x~l(ix)vBll 2 
(5.2) 

s.t. Abl)B = --AN:IN(IX). 

Indeed, recall from Section 3 that since xB(IX) is the optimal solution of problem 
(Q,)  (see (3.1)), it must satisfy the conditions of system (3.2). Therefore, :iB(ix) 
satisfies 

WBX52(tX ):IB(IX ) C 14, (5.3a) 

AB:I~ (tx ) = --AN:iN (IX), (5.3b) 

or equivalently, :iB (IX) satisfies the optimality condition for problem (5.2). Therefore, 
xB(IX) is the optimal solution of problem (5.2). Using this fact one can easily verify 
that 2n(ix) is bounded as IX tends to 0. If vB is an accumulation point of :IB(IX) as 
IX approaches 0, then, by (5.3), it follows that wB(x*) 2~B~ H and ABISB= 
- A u w N ( z * )  -1. Hence, ~3B satisfies the optimality condition for problem (5.1). This 
implies that 15B = V*. Since this holds for any accumulation point of 2~(IX) as Ix 
approaches 0, the result follows. [] 

With the aid of the previous two theorems, we now have enough information to 
analyze the limiting behavior of (3)(ix), z(ix)) as IX approaches 0. 
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Theorem 5.3. lim,~o ~B(/z) =PB + wB(x*) -l. 

Proof. Observe that by relations (2.12) and (2.8a), we have 

#(ix ) = p + wx-2(ix )[ x(t  z) -/z2(/z)].  (5.4) 

By Theorems 5.1 and 5.2, we have that/x2(/z) converges to 0 as/x tends to 0. From 
this observation, relation (5.4) and Theorem 3.2, the result follows. [] 

Using the previous result, one can prove the following theorem. 

Theorem 5.4. The limit of (.9(1~), ZN(JZ)) as I~ tends to 0 exists and is equal to the 
(unique) optimal solution of the following problem where the minimization is with 
respect to (r, Su): 

min ½I[(WN)~/=(z*)-I(sN--pN)II 2 

s.t. AVBr = -PB - w~(x*) ', (5.5) 

T ANr+SN =0. 

The proof  of Theorem 5.4 follows by noting that (3;0z), 2N(/X)) is the optimal 
solution of the following problem: 

min ½ l l ( w ~ ) l / 2 ( z ~ ( ~ ) - p ~ ) - l ( s ~ - p N ) l l  2 

s.t. A~r = -eB(Ix ), 

A ~ r + s u  =0,  

and by using arguments similar to the ones used in the proof  of Theorem 5.2. 
The next result shows that the value of the primal objective function along the 

w-PAS trajectory converges to the optimal value slower than the value of the dual 
objective function does along the dual estimate trajectory. This fact was observed 
in [2] and [13] with respect to the discrete version of the PAS algorithm (under 
non-degeneracy assumptions). 

Theorem 5.5. Let r* denote the common optimal value of problems (P) and (D). Then, 
we have: 

(a) cTx(tz )-- r*= IX Zj~N Wj +O(tZ )" 
(b) r * -  bTyE(~) = O(/X). 

Proof. One can easily verify that eWx(/x) - r *  = (Z*)TXN(I.t) and that r*-bTyE(/x)  
~ T E = (xB) ZB(/X). The result now follows from Corollary 4.1 and the fact that 

lim xN(/x) lim 2N(/x) = WN(Z*) 
~x~0 /tZ / z ~ 0  

where the last equality follows from Theorem 5.1. [] 
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6. The dual attiue scaling (DAS) trajectories 

47 

In the previous sections, we restricted our attention to linear programming problems 
formulated in standard form. The affine scaling algorithm can be easily applied to 
linear programming problems formulated differently. In particular, a substantial 
effort was invested in exploring the same ideas as applied to the inequality form, 
namely, linear programming problems in the format of problem (D) of Section 2 
(see [1] and [10]). Since this form is precisely the dual of a problem in standard 
form, it is customary to refer to the affine scaling algorithm as applied to problem 
(D) as the dual affine scaling (DAS) algorithm. It is obvious that all the results 
presented in this paper can be applied directly to the linear programming 

problem (D). 
Specifically, consider the linear programming problem (D) of Section 2 and 

assume that a vector w c ~+ is given (note however that, as in the PAS algorithm, 
the DAS algorithm is usually defined with w = e (see [1])). Given an interior point 
(y, 5) for problem (D), that is, (y, ~) c T~, the w-DAS algorithm computes a search 
direction (Zly, Az) analogous to the w-PAS algorithm (see [1]) where now the linear 
scaling transformation ~ b w : ~ n ~ "  defined by chw(z)=Dz,  z c ~  ~, with D =  
W1/~Z -1, is applied to the slack z in order to transform the current slack vector 
into the vector w ~/2. Similarly to the discussion on the w-PAS algorithm, problem 
(D) is transformed to 

max bTy 

s.t. DAVy + v = De, 

v ~ O ,  

and the search direction dy and dv in the transformed space is then computed as 

the solution of the following problem: 

min bTy q-½1]vH 2 

s.t. DATy  + v = O, 

which yields the explicit solution 

dy = - ( a D 2 a v ) - ~ b ,  dv = DAT(AD2AV)- Ib .  

Finally, the search directions in the original space are given by 

Ay = - ( A D 2 A T ) - ~ b ,  Az = AT(AD2AT) - lb .  

Observe that the quantity 

x E=- Dd~ = D2AT(ADZAT) - Ib  

satisfies A x  E= b and is the so-called 'primal estimate'. The next iterate ()9, 2) is 
computed as )9 = y - a A y  and ~ = ~ - ~ A z  where ~ ~ c~(y, ~)> 0 is an appropriate 
step size which guarantees that 2>  0. In a manner similar to Section 2, we are 
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interested in studying the trajectories induced by the vector field V, : TI x R + { ( u ,  v ) ;  
A ~ U  + v  = 0 )  defined as 

Thus similar to the w-PAS case the trajectories ( y ( p ) ,  z ( ~ ) )  are characterized as 
the solutions of the following logarithmic barrier family of problems: 

[ 
n 

max bTy + p T ~  + 1 wj ln z j  
j = l  

s.t. ATy  + z = c, 

I 
z > o ,  

which leads to the following relations between the trajectories ( y ( p ) ,  ~ ( p ) )  and its 
associated Lagrangian 'primal trajectories' x ( ~ ) :  

where p = x 0 l P 0 -  w( zO) - ' ,  x0 is an arbitrary vector satisfying Ax0=  b and pO>O. 
Similarly, one can show that x E ( ~ )  = x ( p ) - - ~ x ( p ) .  Then, all the results in the 
previous sections will apply to these constructs by simply 'dualizing' in the sense 
that x  and (y, z )  are interchanged. This task is rather trivial so we leave out the details. 

7. Analysis of the primal-dual affine scaling (PDAS) trajectories 

In this section, we apply all the results obtained in Sections 2 to 5 to the trajectories 
generated by the primal-dual affine scaling algorithm. 

The primal-dual affine scaling algorithm has been presented and analyzed in [I I]. 
Here, we briefly review the directions generated by the PDAS algorithm. Given a 
point v = ( x ,  y, z )  E S, x T I ,  the PDAS algorithm computes a search direction Av = 
A v ( v )  = (Ax,  Ay, A z )  E Rn x Rm x Rn which is a solution of the following system of 
linear equations: 

ZAx + XAz = xz, 

AAx = 0 ,  

A ' A ~  + AZ = 0 .  

This system yields the following explicit expression for Ax, Ay and Az: 

Ax = [z-' - z-'xA~(Az-'xA~)-'Az-']xz, 
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Letting D = ( Z - I X )  1/2 and using the fact that A V y + z  = C and A x  = b, we obtain 

Ax = D [ I  - DAT(AD2AT) - IAD]Dc ,  

A y = - ( A D Z A  T) lb, 

Az = A T ( A D 2 A  T) 1. 

We are interested in obtaining results about the limiting behavior of the trajectories 
induced by the vector field Av( v ), v =-- ( x, y, z) c $1 x T~ . With this aim, we consider 
the solution curves of the following reparametrized differential equation: 

t3(/~) = l d v ( v ( / x ) ) ,  v(/~o)= v °, (7.2) 
/x 

where v ( I x ) - ( x ( / x ) , y ( / x ) , z ( t x ) ) c R " x R r " x N "  and where /Xo>0 and v °-= 
(x o, yO, z o) c SIx T~ are the initial conditions. Equivalently, in view of the definition 
of a v ( v )  given by system (7.1), the differential equation (7.2) can be rewritten as 

z ( ~ ) 2 ( ~ )  + x ( ~ ) e ( ~ )  = 
x(~)z(.) 

/z 
(7.3a) 

A2(/x) = 0, (7.3b) 

Ar~(/x) + £(/x)0, (7.3c) 

x(/~o) = x °, y(/xo) = yO, z(/xo) = z °. (7.3d) 

The following result characterizes the solution of (7.3) and is an immediate con- 
sequence of the results of Section 2. 

Theorem 7.1. Let v(tz ) =- ( x(tz ), y(Iz ), z(l~ ) ) be the (unique) solution of  system (2.8) 
with p=-O and w=-x°z°/tZo. Then v(tz) is the (unique) solution of  (7.3). As a 
consequence, it follows that x(tz ) is the (unique) optimal solution of  

min cTx--p~ ~ Wj lnxj  
j=l 

s.t. A x  = b, (7.4) 

x>O,  

while ( y(tx ), z(tx ) ) is the (unique) optimal solution of  

max b T y + ~  ~ w j l n z j  
j - -1  

s.t. A Ty + z = c, (7.5) 

z > 0 .  
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Proof. It follows from (2.10), (2.11), (2.12), (2.8a) and the fact that p = 0 that v(/x) 
satisfies (7.3a), (7.3b) and (7.3c). Also, since v°~ S~ x T~, p = 0 and w = x°z°/tXo, it 
follows that v ° is a solution of system (2.8) with /x =/Xo. Hence v(/xo) = v °. This 
shows that v(/x) is a solution of (7.3). To show that x(/x) and (y(/x), z(/x)) are the 
optimal solutions of problems (P) and (D) respectively, just note that (2.8) with 
p = 0 is the optimality condition for both problems. [] 

For a detailed discussion of the relationship between problems (7.4) and (7.5), 
see also [8]. 

Theorem 7.1 shows that the family of PDAS trajectories are precisely the w-central 
paths as defined in Section 2. Thus, all the results obtained in Sections 2 to 5 are 
applicable to these trajectories as well. We summarize these results in the following 
two theorems. 

Theorem 7.2. Let x°c  S I and (yO, zO)6 TT be given. Let (x(/~),y(/z), z(/z)) be the 
PDAS trajectory passing through (x °, yO, zO). Let w = x°y °. Then 

lim(x(/z), y(/z), z(/z)) = (x*, y*, z*) 
/z~0 

where x* and (y*, z*) are the w-center points of the optimal faces of the primal (P) 
and the dual (D) problems respectively. 

It should be noted that Theorem 7.2 was first proved in [8]. 

Theorem 7.3. Let x ° c S i  and (yO, zO)~ TI be given. Let (x( lz) ,y( tz) ,  z(l~)) be the 
PDAS trajectory passing through (x °, yO zO). Let w = x °z °. Let x* and (y*, z*) denote 

the w-center points of the optimal faces of the primal (P) and the dual (D) problems 
respectively. Then, the limit of (2(/z), ~(/z), 2(/z)), as I~ tends to 0, exists and its value 
is as follows: 

(a) lim,~o 2u(/X)= Wu(Z*) -1 and limu~o 2B(/x) is equal to the unique optimal 
solution of problem (5.1). 

(b) lim,_~o~8(~)= wB(x*) 1 and lim~,~0 ~u(/X) is equal to the unique optimal 
solution of problem (5.5) with PB and PN replaced by O. 

8. Remarks 

It is still an open question whether the actual discrete PAS (or DAS) algorithm 
converges to an optimal solution without assuming both primal and dual non- 
degeneracy. We believe that the results presented here are a step towards proving 
that all the accumulation points (and possibly the limit) of the sequence of iterates 
(x k) generated by the PAS algorithm (with appropriate step size) lies in the optimal 
face of the primal problem. 
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A closely related problem to the one mentioned above is the convergence of the 
dual estimate in the discrete PAS (or DAS) algorithm. We again believe that the 
results presented in this paper provide some insight to the observed fact (see e.g. 
[1] and [10]) that the 'dual estimates' (or 'primal estimates' in the case of the DAS 
algorithm) do converge to an optimal solution of the dual (primal) problem. 

In contrast to the discrete PAS (or DAS) algorithm, it has been proved in [11] 
that the PDAS algorithm converges (in polynomial time) to an optimal and dual 
solution without any non-dengeracy assumption. We believe that the inherently 
simpler structure of the PDAS trajectories (the w-central trajectories) may provide 
some insight to the polynomial convergence of the PDAS algorithm. 
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