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1 Definitions in Probability and eir Consequences

1.1 D P

A probability space (Ω,F ,P) consists of three elements:

• A sample space Ω is the set of all possible outcomes.

• e σ-algebra F is a set of events, where an event is a set of outcomes.

• e measure P is a function that gives the probability of an event. is function P satisfies
certain properties, including: P(A) ≥ 0 for an event A, P(Ω) = 1, and P(A1 ∪ A2 ∪ . . .) =
P(A1) + P(A2) + . . . for any countable collection A1, A2, . . . of mutually exclusive events.

Some useful consequences of this definition are:

• For a sample space Ω = {o1, . . . , on} in which each outcome oi is equally likely, it holds that
P(oi) = 1/n for all i = 1, . . . , n.

• P(A) = 1− P(A), where A denotes the complement of event A.

• For any two events A and B, P(A ∪B) = P(A) + P(B)− P(A ∩B).

• If A ⊆ B, then P(A) ≤ P(B).

• Consider a finite collection ofmutually exclusive eventsB1, . . . , Bm such thatB1∪. . .∪Bm =
Ω and P(Bi) > 0. For any event A, we have P(A) =

∑m
k=1 P(A ∩Bk).

1.2 C P

e conditional probability of A given B is defined as

P[A|B] =
P(A ∩B)

P(B)
.

Some useful consequences of this definition are:

• Law of Total Probability: Consider a finite collection ofmutually exclusive eventsB1, . . . , Bm

such that B1 ∪ . . . ∪Bm = Ω and P(Bi) > 0. For any event A, we have

P(A) =
∑m

k=1 P[A|Bk]P(Bk).
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• Bayes’ eorem: It holds that

P[B|A] = P[A|B]P(B)

P(A)
.

1.3 I

Two events A1 and A2 are defined to be independent if and only if P(A1 ∩ A2) = P(A1)P(A2).
Multiple events A1, A2, . . . , Am are mutually independent if and only if for every subset of events

{Ai1 , . . . , Ain} ⊆ {A1, . . . , Am},

the following holds:
P(∩n

k=1Aik) = Πn
k=1P(Aik).

Multiple events A1, A2, . . . , Am are pairwise independent if and only if every pair of events is in-
dependent, meaning P(An ∩ Ak) = P(An)P(Ak) for all distinct pairs of indices n, k. Note that
pairwise independence does not always imply mutual independence! Lastly, an important property
is that if A and B are independent and P(B) > 0, then P[A|B] = P(A).

1.4 R V

A random variable is a function X(ω) : Ω → B that maps the sample space Ω to a subset of the
real numbers B ⊆ R, with the property that the set {w : X(ω) ∈ b} = X−1(b) is an event for
every b ∈ B. e distribution function (d.f.) of a random variable X is defined by

FX(u) = P(ω : X(ω) ≤ u).

2 Stochastic Convergence

2.1 C  D

A sequence of random variables X1, X2, . . . converges in distribution to a random variable X if

lim
n→∞

FXn(u) = FX(u),

for every point u at which FX(u) is continuous. is is denoted by Xn
d→ X . Note that FXn(u) is

the distribution function for Xn, and FX(u) is the distribution function for X .

2.2 C  P

A sequence of random variables X1, X2, . . . converges in probability to a random variable X if for
all ϵ > 0,

lim
n→∞

P(|Xn −X| ≥ ϵ) = 0.
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2.3 R B M  C

ere are several important points to note:

• Convergence in probability implies convergence in distribution.

• Convergence in distribution does not always imply convergence in probability.

• IfXn converges in distribution to a constant x0, thenXn also converges in probability to x0.
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