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ABSTRACT 
During MOOCs and large on-campus courses with limited face-to-
face interaction between students and instructors, assessing and 
improving teaching effectiveness is challenging. In a 2014 study on 
course-monitoring methods for MOOCs [30], qualitative (textual) 
input was found to be the most useful. Two challenges in collecting 
such input for ongoing course evaluation are insuring student 
confidentiality and developing a platform that incentivizes and 
manages input from many students. To collect and manage ongoing 
(“just-in-time”) student feedback while maintaining student 
confidentiality, we designed the MOOC Collaborative Assessment 
and Feedback Engine (M-CAFE 1.0). This mobile-friendly platform 
encourages students to check in weekly to numerically assess their 
own performance, provide textual ideas about how the course might 
be improved, and rate ideas suggested by other students. For 
instructors, M-CAFE 1.0 displays ongoing trends and highlights 
potentially valuable ideas based on collaborative filtering. We 
describe case studies with two EdX MOOCs and one on-campus 
undergraduate course. This report summarizes data and system 
performance on over 500 textual ideas with over 8000 ratings. 
Details at http://m-cafe.org. 
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1. INTRODUCTION 
A widely recognized indicator of teaching effectiveness is student 
interaction with instructors [2, 10, 18]. However, for MOOCs and 
large on-campus courses it is difficult to provide such interaction  
[5, 14, 20, 26]. Although most MOOCs and large on-campus 
courses include some form of end-of-course evaluation, new 
methodologies offer potential to facilitate student interaction and 
provide more frequent feedback to instructors.  

Most instructors and administrators rely heavily on quantitative data 
from end-of-course student evaluations to assess teaching 
performance post-hoc. However, quantitative data cannot capture 
open-ended observations and suggestions, and is prone to bias [4, 
15, 28]. Qualitative data can be a valuable supplement, but the 
volume and unstructured nature of the data pose an analysis 
challenge. Stephens-Martinez et al. found that most instructors 
found little value in transcripts from course chat rooms because 
they are too voluminous [30]. Furthermore, Piazza and other 
existing discussion forums focus on Q&As about specific course 
content and are not designed to provide instructor feedback on how 
to improve the course in general. New tools are needed to 
encourage students to speak frankly, motivate regular participation, 
and manage input effectively so it is not overwhelming for 
instructors. The tools would create a dynamic feedback-reaction 
system between students and instructors while insuring student 
confidentiality. One approach to manage input is Collaborative 
Filtering, a popular approach based on peer-to-peer evaluation on 

 
Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first page. Copyrights 
for components of this work owned by others than the author(s) must be 
honored. Abstracting with credit is permitted. To copy otherwise, or 
republish, to post on servers or to redistribute to lists, requires prior 
specific permission and/or a fee. Request permissions 
from Permissions@acm.org. 
SIGITE'15, September 30-October 03, 2015, Chicago, IL, USA 
Copyright is held by the owner/author(s). Publication rights licensed to 
ACM. 
ACM 978-1-4503-3835-6/15/09…$15.00  
DOI: http://dx.doi.org/10.1145/2808006.2808020 

	  

Figure 1: Screenshots of M-CAFE 1.0 Interface. 



items that is widely used to help users find potential interests at 
Amazon, Netflix, and many other applications. 

In this paper, we present the MOOC Collaborative Assessment and 
Feedback Engine (M-CAFE 1.0), a mobile and web-based platform 
designed to encourage students to check in weekly to quantitatively 
assess the course, their own performance, provide qualitative ideas 
about how the course might be improved, and rate ideas from other 
students. This platform builds on Opinion Space [21] and extends a 
preliminary report earlier this year on M-CAFE 1.0 [35] with more 
data from an on-campus course and an assessment of system 
performance. M-CAFE 1.0 uses a combination of importance 
sampling and statistical analysis to quickly and collaboratively 
identify valuable ideas.  M-CAFE 1.0 is complementary to existing 
platforms, such as Piazza and stackExchange and allows students to 
step back and consider their own performance and the performance 
of their instructors, filling the gap between voluminous transcripts 
from existing platforms and a one-time-only, end-of-course 
evaluation. M-CAFE 1.0 is also independent of the registrar 
database to maintain student confidentiality.  

2. RELATED WORK 
2.1 Course Evaluations 
End-of-course evaluations are an almost universal resource for 
instructors and administrators to obtain direct assessment on 
teaching [3, 6, 16, 33]. It consists primarily of quantitative 
assessment on course aspects, including clarity of lectures, 
usefulness of homework assignments and difficulty of course 
concepts. Some instructors collect unofficial mid-term student 
evaluations to obtain ongoing feedback on instruction effectiveness. 
Since Fall 2010, MIT started using Online Subject Evaluation for 
both mid-term and end-of-term evaluations across the entire campus, 
facilitating adjustments of instruction during the course. The lack of 
efficient ongoing course evaluation platforms and the outdated 
paper-based evaluations motivated us to explore a more efficient 
and frequent feedback platform.  

Several studies are critical of purely quantitative course evaluations 
[4, 15, 23]. Stark and Freishtat [29] argue that quantitative rating 
data from course evaluations are subject to significant self-selection 
biases. Other subjective factors such as perceived grading leniency 
[15] have also been implicated in introducing bias. Braga et al. [4] 
found a negative correlation between student evaluation of course 
effectiveness and performance in follow-on courses. A related 
critique [22] is that “apples-to-oranges” aggregations of student 
ratings on a fixed numerical scale cannot inherently represent 
subjectivity. Studies agree that qualitative (textual) feedback can be 
valuable [17, 30] but difficult to analyze for large courses.  

We designed M-CAFE 1.0 to collect both qualitative and 
quantitative ongoing feedback throughout the course, offering the 
opportunity for students to provide weekly input and instructors to 
respond to feedback in a timely manner. We observe changes in 
quantitative rating data from week to week for relative analysis and 
utilize peer-to-peer collaborative filtering to enable rapid 
identification of insightful ideas.  

2.2 Student Satisfaction & Perceived Learning 
Student satisfaction is a significant predictor of learning outcomes. 
Studies find that clarity of design, interaction with instructors and 
active discussion among course participants significantly influence 
students’ satisfaction in online learning [11, 31]. Richardson and 
Swan further recognized that students with higher perceptions of 
social presence in the courses had significantly higher scores in 
perceived learning and perceived satisfaction with the instructor 

[27]. Therefore, most MOOCs and large courses include some 
version of discussion forums to collect qualitative input and to 
facilitate peer interaction and instructor engagement [7, 8, 9]. 
However, existing forums such as Piazza, stackExchange and 
Internet Relay Chat can be intimidating to students and instructors 
when the quantity of text is overwhelming. M-CAFE 1.0 facilitates 
student interaction with instructors and among course participants, 
and provides timely feedback to the instructor, making in-time 
course design modifications possible. Furthermore, M-CAFE 1.0 
encourages students to assess and track their own motivation, 
enthusiasm, and performance over the duration of the course. 

2.3 Natural Language Processing (NLP) 
One way to address the scale issue of qualitative data is to use 
Natural Language Processing (NLP). Adamopoulos applied two 
opinion mining tools [24], an orientation analysis mechanism and a 
sentiment analysis mechanism to course reviews to identify what 
course features affected the retention rate [1]. Reich et al. conducted 
text analysis using a variant of Latent Dirichlet Allocation called a 
Structural Text Model (STM), which identifies popular topics in 
text, relationships between text and correlation patterns between 
topics to find insightful patterns in discussion forum text [32]. In 
the M-CAFE 1.0 setting, however, insightful ideas may be rare and 
could vary greatly in content from week to week, making it difficult 
to infer from word-document structure. In course evaluations, NLP 
may identify popular topics, but the proposed insights are more 
important.  

2.4 Collaborative Filtering (CF) 
We explore an alternative approach for qualitative analysis called 
Collaborative Filtering (CF) [12, 13, 19, 25]. CF is rating-based and 
relies on the crowd to find insightful items in a large dataset. This is 
in contrast to prior approaches, which are content-based and rely on 
mathematical representations of items. CF has commonly been used 
to recommend books and movies. The idea is to combine subjective 
evaluations provided by humans to assign a numerical reputation to 
each item. Often, the reputation values are computed based on a 
local neighborhood for customized recommendations but similar 
techniques can also assign global reputations in a “peer-to-peer” 
approach [28]. Recent studies also demonstrate that social network 
information can improve accuracy of CF-based recommender 
systems [34]. For M-CAFE 1.0, we utilize peer ratings on each 
textual idea and combine standard error to solicit feedback with the 
Wilson metric to compute reputation values and rank ideas.  

Due to the self-selection nature of user rating, most CF systems 
suffer from sparse ratings matrix with many null values [34]. The 
popular usage of a list-based presentation of items to users can be 
responsible for the problem, in which case, highly rated items are 
shown on top of the list, enjoying greater exposure. In M-CAFE 1.0, 
we balance the exposure of items by simultaneously providing a 
subset of items (normally 6) with mixed rankings, permitting the 
system to collect feedback on all items.  

3. M-CAFE 1.0 User Interface Summary 
Upon entering M-CAFE 1.0 (Figure 1a), students are required to 
register by email and are given the option to provide their age, 
gender, home country, years of college-level education, and the 
primary reason for taking the course (Figure 1b). Then they rate 
five quantitative assessment topics (QAT) on a scale of 1 to 10: 
Course Difficulty, Course Usefulness, Self-enthusiasm, Self-
performance and Homework Effectiveness (Figure 1c). Students 
click on mugs (Figure 1d) to view their peers’ ideas, evaluate how 
valuable the ideas are on a scale of 1-10 (Figure 1e) and suggest 
new ideas (Figure 1f). 



4. Case Studies and Analysis 
M-CAFE 1.0 has so far been used in three courses: two MOOCs on 
edX: CS 169.2x and CS 169.1x, and a face-to-face classroom-based 
undergraduate course - IEOR 170 (taught by co-author Prof. Ken 
Goldberg), all offered through UC Berkeley. Students were invited 
to participate at the beginning of the course, and email reminders 
were sent on a weekly basis. Table 1 summarizes M-CAFE 1.0 
participation statistics for the courses. M-CAFE 1.0 is fully 
confidential and no individual identity is revealed on the platform 
or to the instructors. Since participation in M-CAFE 1.0 is 
voluntary, it inherently suffers from self-selection bias, i.e., students 
who are more actively involved in the course tend to participate 
more often in M-CAFE 1.0. However, considering that M-CAFE 
1.0 aims to collect valuable feedback for the instructors, we expect 
the active students to provide more insightful ideas because they are 
more invested in the course and its outcomes. 

Table 1: Participation statistics in different stages of M-CAFE 
1.0 for the three courses.  

 CS 169.2x CS 169.1x IEOR 170 

Student count 348 253 96 
QAT set rating 

count 741 312 424 

Idea count 167 82 270 
Peer-to-peer 
rating count 4,000 1,715 2,483 

Date range of the 
course 

Jun - Jul, 
2014 

Oct - Dec, 
2014 

Jan - May, 
2015 

Term length of 
the course 6-week 8-week 16-week 

 
4.1 Quantitative Analysis Topics  
4.1.1 Graph Visualization of QAT Rating Changes 
For each quantitative analysis topic, an average score and the 
associated standard error is computed each week. The changes in 
ratings over the weeks are then plotted to provide a straightforward 
visualization of the QATs to instructors. For example, Figure 2 is a 
plot of the course difficulty ratings over ten weeks, generated from 
M-CAFE 1.0 data collected in IEOR 170.  

Figure 2 provides a visualization of the changes in course difficulty 
over time. By viewing the plots, instructors can quickly identify the 
average changes from past weeks. The error bars indicate two 
standard errors (SE) above and below average, revealing the 
significance of changes at a 5% significance level. As we can see 
immediately from the plot, the course difficulty level increased 
gradually from the beginning of the semester to the latter half. It 

reached its peak in week 7 after the middle of the term, and at the 
time, the course was significantly more difficult than when it began.  

Revealing the relative changes in average QAT ratings provides 
instructors insights on the impacts of courses event changes, for 
example, how does this homework/exam affect students’ 
perceptions of the course aspects? The visualizations quantify the 
effectiveness of individual course events and yield a decomposed 
evaluation on detailed course activities within fixed time intervals. 

4.1.2 Understanding the Relationships Between QAT 
Rating Changes – a Validity Check 
The quantitative feedback feature of M-CAFE 1.0 also provides the 
possibility of assessing the relationships between weekly average 
QAT rating changes. In turn, the agreement of the relationships 
between QAT rating changes and common beliefs could further 
demonstrate the reliability of the quantitative feedback from M-
CAFE 1.0. Stark et al. [29] points out that quantitative scores in 
course evaluations suffer from validity concerns and may not be 
informative. Thus, we believe this analysis would be a valuable 
consistency check for the quantitative feedback obtained in M-
CAFE 1.0.  

In all three courses that implemented M-CAFE 1.0, we observe a 
negative correlation between course difficulty and self-enthusiasm, 
suggesting that difficult course materials lead to higher anxiety and 
thus reduced student enthusiasm. Course usefulness is positively 
correlated with homework effectiveness and self-enthusiasm. We 
speculate that as students become more enthusiastic and the 
homework assignments become more effective, the usefulness of 
the course would be rated more highly. The other relationships are 
not consistent among the three courses and are possibly dependent 
on the different student bodies and course materials involved. 

The agreement of the relationships between QAT rating changes 
and common beliefs is encouraging and is the building block of 
further analysis on the QAT ratings. 

4.1.3 Social Influence Bias and Student Confidence  
The visualizations (see Figure 2) for the QATs are available not 
only to instructors but can also be made available to students. 
Students can evaluate their ratings against the class average to get a 
better idea of where they stand among the peers. For example, if 
one student in CS 169.2x is finding the homework in week 4 
particularly challenging and considers dropping the course, he 
might feel less stressed and gain some confidence if he learns that 
most of his classmates are in the same situation, i.e. the course 
difficulty rating is much higher in week 4 than the previous weeks. 
M-CAFE 1.0 tries to summarize information in minimal volume 
and at the same time, provide a representative indicator of the 
course aspects that can be valuable to both instructors and students. 

Furthermore, M-CAFE 1.0 displays the median grade on each QAT 
after the student provides a rating. This feature and the QAT 
visualizations can potentially lead to less bias by reducing apple-to-
orange comparisons in numerical scoring. One major concern about 
quantitative feedback on course evaluations is the varied scales 
among students, i.e., two students who feel the same difficulty level 
may provide different ratings because they don’t have a common 
scale to refer to. M-CAFE 1.0 reduces the scale variability among 
students by giving the median, the average and the standard error of 
the ratings, allowing students to acquire knowledge of a “middle 
ground” rating on course aspects. However, unlike traditional paper 
evaluations, interactive systems are susceptible to social-influence 
bias, where students can change their ratings after seeing the 

Figure 2: The average and two-standard errors of ratings 
on course difficulty over ten weeks of IEOR 170. 

	  



median or rate the course close to the average rating. It would be 
interesting to investigate but it is beyond the scope of this paper.  

4.2 Qualitative Feedback with CF 
4.2.1 Identifying the Most Valuable Ideas for 
Instructors 
A shortcoming of qualitative data is its lack of structure. Natural 
Language Processing (NLP), although has been an active research 
field for years, is not effective in selecting a subset of insightful 
ideas from M-CAFE 1.0-generated qualitative data. Current text 
analysis of qualitative data hints at the important words or phrases, 
whereas the underlying sentence structure and word meanings are 
mostly ignored. As an alternative approach to NLP, Collaborative 
Filtering (CF) has gained popularity for ranking and recommending 
items in fields using peer-to-peer ratings.  

4.2.2 The Ranking Metric 

 
Figure 3: Histogram of the number of peer-to-peer CF ratings 

for ideas in IEOR 170. 

As can be seen in Figure 3, few ideas received more than 20 peer-
to-peer CF ratings.  Ranking ideas by their mean or median rating 
would not be reliable due to the small sample size and the variation 
in rating differences. Instead, we compute the Wilson score for each 
idea using the lower bound of the binomial proportion confidence 
interval. This incorporates the variance in ratings as follows.  We 
took the mean grade g and then calculated the 95% confidence 
interval of g using standard error: g +/- 1.96*SE(g). We then rank 
the ideas by the lower bound g - 1.96*SE(g). 

4.2.3 M-CAFE 1.0 Customized CF Implementation 
In M-CAFE 1.0, we adopt a 10-point scale for rating qualitative 
ideas. One major drawback of the CF approach is the bias in item 
exposure resulting from ranked-list presentation. For example, an 
item that receives low ratings from the first several users would be 
at the bottom of the list, reducing its future exposure to the new 
users who might rate it more highly. This is particularly relevant to 
the CF implementation in M-CAFE 1.0 because students are likely 
to hold varying opinions and low initial ratings may not reflect the 
attitude of the class. To overcome this problem, instead of a ranked-
list design, we adopt an interface that displays a subset of ideas 
simultaneously as seen in Figure 1d.  

4.2.4 CF Performance Assessment  
A popular method to assess CF performance in a recommender 
system is to predict the rating a user will give to a new item and 
compare it to the actual rating that user provided. However, in the 
M-CAFE 1.0 setting, our focus is not to predict student ratings but 
to provide the instructor with a CF subset, a subset of potentially 

valuable ideas. Thus we assess the performance of CF in M-CAFE 
1.0 from three perspectives:  

1. Does the CF subset cover a broad range of topics?   
2. Is the CF subset similar to a subset selected manually? 
3. Is the ranking of the CF subset similar to the instructor’s 

ranking? 

4.2.4.1 Topic Coverage 
Many ideas suggested are similar. We evaluate results from CS 
169.2x, the course with the most peer-to-peer ratings, to assess CF 
on topic coverage. 

As topics emerged, we manually tagged the ideas with keywords to 
separate them into different categories. The following topics were 
most popular for CS 169.2x: 

1. Chat forum: students expressed their concerns with lack of 
activity of peers and TAs in the chat forum, stackExchange, 
which inadequately facilitated discussion and assistance.  

2. Basics: this category included any idea that requested extra 
help on the basic fundamentals of Ruby, Rails or Rspec. 
Specific ideas to aid students, including extra exercises, more 
basic exercises, a review lecture, etc. 

3. Javascript: this category included requests for more lecture 
time and homework devoted to Javascript. 

4. Additional time: additional time was requested between 
homework releases and due dates, as well as between the end 
of CS169.1x and the beginning of CS 169.2x. 

5. Additional exercises: this category included ideas that 
requested additional exercises on various topics, excluding 
Javascript and the basics of Rails and Rspec.  

6. Security: these ideas requested that security related materials 
be covered in more depth.  

7. Update technology: these ideas requested the course to use the 
most up-to-date version of Rails (i.e., Rails 4 instead of Rails 3) 
and other platforms or tools. 

Next, we picked the top 20 ideas from the CF ranking and 
investigated their topics. Figure 4 illustrates the distribution of the 
topics of these ideas. They cover a wide range of topics with few 
replications, demonstrating the effectiveness of CF in selecting 
valuable ideas with broad topic coverage and fewer repeats. Even 
though results show a wide variety of topics among the top ideas, 
we could improve its efficiency further with topic tagging. 
 

 
Figure 4: The number of ideas of each topic among the top 20 

ideas in CS 169.2x. 

 

 



4.2.4.2 Value of Ideas in the CF subset 
For the data from CS 169.1x and CS 169.2x, we manually rated the 
quality of ideas. Each idea is given a quality score between 1 and 5, 
where: 

1: Not readable 
2: Readable but not relevant  
3: Not a constructive suggestion 
4: Includes a constructive criticism 
5: Includes constructive criticism, rationale, and potential solution 
 
For example, an idea with a quality score of 1 is: 

Devise + Omniauth !!! 

And an idea with a quality score of 5 is: 

Design patterns are hard to grasp without getting your hands dirty 
in a messy problem. I think using a quiz for that week instead of a 
challenging homework assignment was a mistake. I understand the 
concepts as abstract entities but would still have a hard time 
figuring out when and how to use them. I felt the same way about 
the Javascript week as well. A homework assignment doing JS and 
AJAX on the rotten potatoes example would have been ideal. 

We observed that the quality scores follow a somewhat normal 
distribution. We evaluate the relationship between the Wilson 
scores of the ideas and their quality scores by fitting a linear 
regression. Taking the Wilson scores as the dependent variable and 
the quality scores as the regressor, we observe that the coefficient of 
the quality variable is significantly positive with a p-value of 0.0165 
for the data from CS 169.2x and 0.0172 for the data from CS 
169.1x, suggesting that the CF subset scores are correlated with 
manually provided scores.  

4.2.4.3 CF Ranking vs. Instructor Ranking 
The instructor of IEOR 170 (Prof. Goldberg) manually ranked what 
he felt were the top 30 of the 270 ideas suggested.  But this ranking 
was not consistent with the ranking performed with CF. We 
speculate that this could be due to the low sample size (many ideas 
had only 4 ratings), repetition among idea topics, and the framing of 
the student rating question which was “How important is this idea 
to you?”  In the next version we will modify this to: “How valuable 
is this idea for the instructor to consider?” To address the other two 
concerns, we would experiment other ways of presenting ideas to 
encourage student participation and add a topic-tagging feature to 
reduce topic repetition of ideas. 

5. INSTRUCTOR INTERFACE 
To improve the effectiveness of M-CAFE 1.0, we developed a 
weekly update for instructors, which include participation statistics, 
visualizations of the week-to-week QAT ratings with error bars and 
a list of the top-rated ideas from the previous week. Instructors and 
students can view M-CAFE 1.0 statistics on the statistics page. M-
CAFE 1.0 is a flexible platform in that the QATs and the discussion 
question can be easily modified through a user-friendly admin 
panel. Instructors can collect feedback according to personal 
interest and develop customized discussion topics. In addition, 
instructors can flag users or mark ideas as resolved.  

6. CONCLUSION 
In this paper, we introduce a new course evaluation platform, M-
CAFE 1.0, which aims to collect ongoing student evaluation on 
course issues to generate timely feedback. M-CAFE 1.0 provides 
visualizations and peer-to-peer collaborative filtering to highlight 
insightful ideas. 

7. FUTURE WORK 
In future work, we will refine the graphics and text in the M-CAFE 
interface, build a new code base and add topic tagging to organize 
suggested ideas, reduce repetition, and encourage input and 
evaluation of diverse ideas. We will also explore how sorting and 
presenting ideas based on factors such as time or novelty will affect 
participation.  
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